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Abstract

We present thermal properties and an improved shape model for potentially hazardous asteroid (162421) 2000 ET70. In addition to the radar data from 2000 ET70's apparition in 2012, our model incorporates optical lightcurves and infrared spectra that were not included in the analysis of Naidu et al. (2013, Icarus 226, 323–335). We confirm the general “clenched fist” appearance of the Naidu et al. model, but compared to their model, our best-fit model is about 10% longer along its long principal axis, nearly identical along the intermediate axis, and about 25% shorter along the short axis. We find the asteroid’s dimensions to be 2.9 km × 2.2 km × 1.5 km (with relative uncertainties of about 10%, 15%, and 25%, respectively). With the available data, 2000 ET70's period and pole position are degenerate with each other. The radar and lightcurve data together constrain the pole direction to fall along an arc that is about twenty-three degrees long and eight degrees wide. Infrared spectra from the NASA InfraRed Telescope Facility (IRTF) provide an additional constraint on the pole. Thermophysical modeling, using our SHERMAN software, shows that only a subset of the pole directions, about twelve degrees of that arc, are compatible with the infrared data. Using all of the available data, we find that 2000 ET70 has a sidereal rotation period of 8.944 h (± 0.009 h) and a north pole direction of ecliptic coordinates (52.0°, −60.0°) ± 6°. The infrared data, acquired over several dates, require that the thermal properties (albedo, thermal inertia, surface roughness) must change across the asteroid’s surface. By incorporating the detailed shape model and spin state into our thermal modeling, the multiple ground-based observations at different viewing geometries have allowed us to constrain the levels of the variations in the surface properties of this asteroid.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction to 2000 ET70

Near-Earth asteroid (162421) 2000 ET70 (hereafter ET70) was discovered on March 8, 2000, by the Lincoln Near-Earth Asteroid Research (LINEAR) program in Socorro, New Mexico. It is an Aten asteroid (a = 0.947 au). Williams (2000) and Whiteley (2001) reported an absolute visible magnitude of 18.2, but that value was based on observations at a phase angle of 70°.

ET70 passed near Earth in February of 2012, with a closest approach distance of 0.0454 au (18 lunar distances) on February 19. A series of radar observations with the 305-m William E. Gordon Telescope at the Arecibo Observatory and with the 70-m DSS-14 antenna at NASA’s Goldstone Deep Space Communications Complex provided continuous-wave spectra and delay-Doppler images that yielded a shape model (Naidu et al., 2013), somewhat reminiscent of a clenched fist – roughly ellipsoidal with ridges and valleys near its north pole. Naidu et al. found ET70's dimensions to be
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2.61 km $\times$ 2.22 km $\times$ 2.04 km (with uncertainties of 5%). ET70’s size and its Minimum Orbit Intersection Distance (MOID) with respect to Earth of 0.03 au make it a potentially hazardous asteroid (PHA).

Using the Naidu et al. (2013) shape, we attempted to model the thermal emission from ET70 as constrained by spectra we obtained at NASA’s InfraRed Telescope Facility (IRTF). Our early thermal modeling runs suggested that the pole might be further south than the position at ecliptic coordinates $(\lambda, \beta) = (80^\circ, -50^\circ) \pm 10^\circ$ obtained by Naidu et al. This motivated a reassessment of their shape model, which was based solely upon the radar observations.

Lightcurve observations of ET70 that were also obtained in February 2012 can provide additional constraints for the shape modeling process, particularly the determination of the pole location. We have therefore revisited the Naidu et al. model using both the radar and lightcurve data in concert with thermal modeling of our IR observations in order to improve the shape model for ET70, with a focus on the pole position, and to determine the best estimates of its thermal parameters based on its revised shape. This study demonstrates the power of multiple data sets in the investigation of near-Earth asteroids (NEAs).

2. Observations

2.1. Radar observations

Radar provides by far the best way to spatially resolve NEAs from the ground, by using observations in which a powerful series of radio waves is transmitted toward an asteroid and the echoes that reflect off the asteroid are received after the round-trip light travel time. The echoes can be analyzed in time (delay) and frequency (Doppler shift) to produce two-dimensional delay-Doppler radar images of the asteroid, a technique that has also been applied to map other planetary bodies (e.g. Ostro, 1993; Campbell et al., 2006).

Each pixel in a delay-Doppler image includes the contributions from all parts of the target’s surface that have the same distance and line-of-sight velocity relative to the observer. For a convex object, most delay-Doppler pixels include contributions from two different locations on the surface – leading to the so-called northsouth ambiguity – whereas more complicated shapes can have three or more locations contributing to some of the delay-Doppler pixels (Ostro et al., 2002). Careful analysis of radar images acquired over the course of an asteroid’s rotation makes it possible to determine the asteroid’s three-dimensional shape, size, and rotation state, often with great accuracy (e.g. Magri et al., 2007; 2011; Nolan et al., 2013). Surface resolutions of a few meters are sometimes possible, much better than can be achieved by any other Earth-based technique.

A second type of radar observation is a continuous wave (CW) radar spectrum. In these one-dimensional spectra, the target is resolved in frequency but not in time. These Doppler spectra therefore have a higher signal-to-noise ratio (SNR) in each frequency bin than simultaneous delay-Doppler images would have in each pixel. CW spectra are the observing mode of choice when the target is expected to be relatively faint, due to a large distance from the observer.

All of the radar observations of ET70 took place in 2012. We have delay-Doppler images and CW spectra from ten days between February 12 and February 23, 2012, around the time of ET70’s closest approach (0.05 au). There were additional radar observations on two days in August 2012 but, due to ET70’s greater distance (0.16 au) at that time, only CW spectra could be acquired. The August CW spectra were used in shape modeling, but they were not particularly helpful in constraining ET70’s properties. The details of the radar observations are given in Table 1. We are using all of the radar data that were used by Naidu et al. (2013), but we have summed some of the images differently. We also have incorporated some lower-quality radar data sets that were not used for the final shape model of Naidu et al.: a few coarse-resolution delay-Doppler images from Goldstone and some additional CW spectra from Arecibo.

2.2. Lightcurve observations

Alvarez et al. (2012) obtained lightcurve observations of ET70 from February 19 through 24, 2012, from four different locations (see Table 2), and submitted them to the Minor Planet Center’s Asteroid Light Curve Database (Warner et al., 2011). Alvarez et al. (2012) found a rotation period for ET70 of 8.947 $\pm$ 0.001 h. Naidu et al. (2013) noted that without information on ET70’s pole position, this observed period allows for sidereal rotation periods from 8.902 to 8.992 h.

Because the asteroid was moving fairly quickly across the sky (about 7° per day during the lightcurve observations), each night’s observations had to be divided into multiple sessions, with each session having a different set of comparison stars. (See Supplementary online Figure S1 for a plot of ET70’s sky positions during all measurements.) Guided by the composite lightcurve in Alvarez et al. (2012), we joined the segments from the different sessions, and combined them into a single consistent lightcurve for each night, an example of which is shown in Fig. 1. In order to speed up the computations, all lightcurves were decimated in time before being input to the shape modeling software.

The lightcurves provide valuable information on ET70’s shape and spin state. In particular, the times of their minima and maxima helped us refine ET70’s rotation period, and their amplitudes constrained ET70’s dimensions and pole position. There are two brightness maxima per rotation period. The maxima of several of the lightcurves are noticeably asymmetric – that is, one of the maxima is clearly and consistently brighter than the other, as shown in Fig. 2. This was a useful constraint for shape modeling,
Table 1
Radar observations used in this work. All observations are from 2012. UT times specify when data reception began and ended. The third column specifies which telescope was used for the observations. The Arecibo planetary radar (A) uses S-band (2380 MHz frequency, 12.6 cm wavelength), and the Goldstone Solar System Radar (G) uses X-band (8560 MHz, 3.5 cm). The fourth column (mode) specifies whether the observations were continuous-wave spectra (CW) or delay-Doppler images (DD). For delay-Doppler images, $\Delta r$, the resolution, specifies the equivalent distance from the time delay resolution of the data. For instance, delay resolution of 0.1 $\mu s$ (100 ns) is equivalent to a range resolution of 15 m. $\Delta f$ specifies the frequency resolution of the data that were used in the shape fitting. The numbers of runs listed here are the numbers of usable scans (the numbers of round-trip times for which data was acquired) for each data set. A dagger (†) indicates that subsets of these data were summed before being input to the shape fitting software, in order to increase SNR. For instance, the 77 Goldstone imaging scans on February 15 were summed, with (most) sums having three scans, so that the shape modeling software used 26 sums. RTT is the round-trip time to the asteroid for that set of observations. A round-trip time of 60 s corresponds to a distance of 0.060 au. $P_{\text{tx}}$ is the transmitter power.

<table>
<thead>
<tr>
<th>UT date</th>
<th>UT times</th>
<th>Tel</th>
<th>Mode</th>
<th>$\Delta r$ (m)</th>
<th>$\Delta f$ (Hz)</th>
<th>Runs</th>
<th>RTT (s)</th>
<th>$P_{\text{tx}}$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>02-12</td>
<td>08:27:51–08:37:55</td>
<td>A</td>
<td>CW</td>
<td>0.167</td>
<td>5</td>
<td>67</td>
<td>828</td>
<td></td>
</tr>
<tr>
<td>02-13</td>
<td>10:53:18–11:07:41</td>
<td>DD</td>
<td>DD</td>
<td>0.075</td>
<td>7</td>
<td>48</td>
<td>828</td>
<td></td>
</tr>
<tr>
<td>02-14</td>
<td>07:59:56–08:04:43</td>
<td>A</td>
<td>CW</td>
<td>0.196</td>
<td>3</td>
<td>58</td>
<td>811</td>
<td></td>
</tr>
<tr>
<td>02-15</td>
<td>08:06:40–10:19:45</td>
<td>DD</td>
<td>DD</td>
<td>0.075</td>
<td>5</td>
<td>59</td>
<td>785</td>
<td></td>
</tr>
<tr>
<td>02-16</td>
<td>07:53:54–08:00:11</td>
<td>A</td>
<td>CW</td>
<td>0.213</td>
<td>4</td>
<td>54</td>
<td>785</td>
<td></td>
</tr>
<tr>
<td>02-17</td>
<td>08:03:01–08:14:46</td>
<td>DD</td>
<td>DD</td>
<td>0.075</td>
<td>5</td>
<td>58</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-18</td>
<td>09:17:49–09:33:20</td>
<td>G</td>
<td>DD</td>
<td>1.532</td>
<td>9</td>
<td>54</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-19</td>
<td>09:46:26–12:24:09</td>
<td>DD</td>
<td>DD</td>
<td>1.621</td>
<td>11†</td>
<td>51</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-16</td>
<td>07:34:18–07:38:30</td>
<td>A</td>
<td>CW</td>
<td>0.227</td>
<td>5</td>
<td>760</td>
<td>775</td>
<td></td>
</tr>
<tr>
<td>02-17</td>
<td>07:48:38–07:51:06</td>
<td>CW</td>
<td>CW</td>
<td>0.227</td>
<td>2</td>
<td>760</td>
<td>775</td>
<td></td>
</tr>
<tr>
<td>02-18</td>
<td>07:53:28–09:36:34</td>
<td>DD</td>
<td>DD</td>
<td>0.075</td>
<td>3</td>
<td>48</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-19</td>
<td>09:15:56–11:32:09</td>
<td>G</td>
<td>DD</td>
<td>1.532</td>
<td>11†</td>
<td>48</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-17</td>
<td>13:29:06–15:29:31</td>
<td>DD</td>
<td>DD</td>
<td>1.000</td>
<td>29†</td>
<td>51</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-18</td>
<td>08:16:58–12:24:19</td>
<td>DD</td>
<td>DD</td>
<td>0.244</td>
<td>3</td>
<td>48</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-19</td>
<td>08:36:05–10:50:52</td>
<td>G</td>
<td>DD</td>
<td>1.532</td>
<td>10†</td>
<td>47</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-18</td>
<td>08:01:16–08:45:24</td>
<td>DD</td>
<td>DD</td>
<td>0.977</td>
<td>26</td>
<td>47</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-19</td>
<td>07:21:56–07:36:25</td>
<td>G</td>
<td>DD</td>
<td>1.532</td>
<td>10†</td>
<td>46</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-20</td>
<td>07:46:13–07:13:48</td>
<td>DD</td>
<td>DD</td>
<td>0.977</td>
<td>39†</td>
<td>48</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-21</td>
<td>08:12:15–11:26:19</td>
<td>G</td>
<td>DD</td>
<td>0.977</td>
<td>80†</td>
<td>46</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-22</td>
<td>09:20:47–10:55:20</td>
<td>G</td>
<td>DD</td>
<td>0.977</td>
<td>55†</td>
<td>51</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>02-23</td>
<td>15:46:51–16:31:17</td>
<td>A</td>
<td>CW</td>
<td>0.342</td>
<td>9</td>
<td>53</td>
<td>723</td>
<td></td>
</tr>
<tr>
<td>02-24</td>
<td>15:04:24–16:15:22</td>
<td>A</td>
<td>CW</td>
<td>0.333</td>
<td>14</td>
<td>157</td>
<td>722</td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Lightcurve observations used in this work. All of these observations were taken within a few days of the New Moon of February 21, 2012. Note that the February 21 lightcurve from Kitt Peak was not listed in Table 1 of Alvarez et al. (2012), though it was uploaded to the Minor Planet Center (ALCDEF). $\Delta \phi$ is the range of asteroid rotation phases covered by that night’s lightcurves, assuming the best-fit sidereal rotation period of 8.944 h. A value greater than 360° indicates that the lightcurves encompassed more than a full rotation of ET70. $r$ is the distance from the asteroid to the Sun; $\Delta$ is the distance from the asteroid to the Earth; $\alpha$ is the solar phase angle. The final two columns list the numbers of data points in the raw and decimated versions of each lightcurve.

* First observation was at 23:59 UT on February 22; last observation was at 05:47 UT on February 23.

<table>
<thead>
<tr>
<th>UT date</th>
<th>UT times</th>
<th>$\Delta \phi$</th>
<th>$r$ (au)</th>
<th>$\Delta$ (au)</th>
<th>$\alpha$ (°)</th>
<th>Observatory</th>
<th>Observer</th>
<th>Data points</th>
</tr>
</thead>
<tbody>
<tr>
<td>02-19</td>
<td>03:31–08:54</td>
<td>217†</td>
<td>1.020</td>
<td>0.046</td>
<td>45†</td>
<td>OLASU (138)</td>
<td>Alvarez</td>
<td>487</td>
</tr>
<tr>
<td>02-20</td>
<td>05:33–10:05</td>
<td>290†</td>
<td>1.024</td>
<td>0.047</td>
<td>41†</td>
<td>Kitt Peak (695)</td>
<td>Han</td>
<td>1027</td>
</tr>
<tr>
<td>02-21</td>
<td>01:37–07:10</td>
<td>224†</td>
<td>1.025</td>
<td>0.048</td>
<td>41†</td>
<td>OLASU</td>
<td>Alvarez</td>
<td>531</td>
</tr>
<tr>
<td>02-22</td>
<td>09:45–14:24</td>
<td>187†</td>
<td>1.025</td>
<td>0.049</td>
<td>41†</td>
<td>Kingsgrov (E19)</td>
<td>Oey</td>
<td>235</td>
</tr>
<tr>
<td>02-23</td>
<td>23:39–05:47</td>
<td>234†</td>
<td>1.026</td>
<td>0.050</td>
<td>42†</td>
<td>OLASU</td>
<td>Alvarez</td>
<td>582</td>
</tr>
<tr>
<td>02-24</td>
<td>09:35–18:08</td>
<td>352†</td>
<td>1.027</td>
<td>0.052</td>
<td>43†</td>
<td>Kingsgrov</td>
<td>Oey</td>
<td>377</td>
</tr>
<tr>
<td>02-25</td>
<td>00:51–15:03</td>
<td>50†</td>
<td>1.028</td>
<td>0.053</td>
<td>43†</td>
<td>Cerro Tololo</td>
<td>Han</td>
<td>120</td>
</tr>
<tr>
<td>02-26</td>
<td>09:36–18:38</td>
<td>364†</td>
<td>1.028</td>
<td>0.055</td>
<td>44†</td>
<td>Kingsgrov</td>
<td>Oey</td>
<td>264</td>
</tr>
</tbody>
</table>

* http://iau-assn.navy.mil/cgi-bin/iau-phales.pl?year=2012&month=1&day=1&nump=50&format=p

because some models could not reproduce the asymmetric maxima.

3. Shape modeling
The general methodology for radar-based shape modeling was first described by Hudson (1994) and is discussed in more detail by Magri et al. (2007; 2011). In the shape modeling process, we use the code SHAPE, as described in these papers. SHAPE represents the asteroid’s surface as a polyhedron with a series of triangular facets, finding the optimal value of each model parameter by calculating a noise-free simulated data set for each trial model and comparing it to the full set of actual data. Here, we briefly describe the key points of shape modeling for ET70.

We began with the published shape model of Naidu et al. (2013), which has 2000 vertices and 3996 triangular facets. The average edge length of the triangles is about 100 m. In the early stages of shape modeling, we used floating scale factors for the model’s three principal axis lengths – that is, we kept the general “clench fist” shape of ET70 but allowed it to be stretched or compressed along each axis. This greatly reduced the required computational time, because it meant that SHAPE only had to find optimal values of the three axes’ scale factors, instead of optimal displacements for each of the two thousand vertices. In the later
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Fig. 2. Lightcurve observations from Kingsgrove on February 24, 2012 (black points with error bars; decimated). Note the asymmetric maxima, which were a key feature of multiple lightcurves. The blue curve shows the model lightcurve from our best shape model, with a pole at ecliptic coordinates ($\lambda$, $\beta$) = (52°, −60°). Also shown, in red, is the lightcurve predicted by the model of Naidu et al. (2013). Their nominal pole direction (80°, −50°) and shape model are incompatible with the lightcurve data. Plots of the Naidu et al. model and our model for the other lightcurves can be found in figures S2 through S9 in the Supplementary material. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

stages of shape modeling, we did allow the individual vertices' displacements to vary.

The radar scattering properties of the asteroid were represented as a cosine law with respect to incidence angle: $\frac{\alpha_{\text{inc}}}{\alpha_{\text{inc}}} = R/(C + 1)(\cos \theta)^{2C}$ (Mitchell et al., 1996) where $\sigma$ is the radar cross section, $A$ is the surface area, $R$ and $C$ are fit parameters, and $\theta$ is the incidence angle. $\alpha_{\text{inc}}$ is the radar cross section per unit area at an incidence angle $\theta$.

There were far more radar data points (hundreds of thousands of image pixels and spectral channels) than lightcurve data points (two hundred after decimation), so in order to ensure that each type of observation had significant leverage on the modeling results, we had to apply different weights to the various data sets. The final weights were set such that the delay-Doppler images contributed about half of total chi-squared, the CW spectra contributed about one third, and the lightcurves contributed about one sixth.

The Doppler bandwidth, $B$, of a continuous wave (CW) spectrum is given by $B = \frac{4\pi(D\cos \phi)}{\lambda}$ where $D$ is the projected breadth (diameter) of the asteroid, $\lambda$ is the wavelength of the radar, $P$ is the asteroid's rotation period, and $\phi$ is the sub-observer latitude. The key constraint from CW spectra was on the sub-observer latitude at the times of the observations. Therefore our CW spectra, most of which are from a relatively narrow range of observation times, required ET70's pole to fall along a certain arc across the sky, but they did not allow the specific position on that arc to be determined.

We focused our efforts on examining pole positions near the nominal Naidu et al. (2013) retrograde solution at (80°, −50°). Testing showed that prograde solutions – i.e., those near the conjugate pole (260°, +50°) – are not compatible with the full set of radar and lightcurve data. All prograde models showed clear mismatches between the rotation phases of the model and the data. Most notably, the prograde model's rotation phase lags behind the data in later delay-Doppler images, but the model's rotation phase is ahead of the data in lightcurves from about the same observation times. Some of the delay-Doppler images were particularly helpful in constraining ET70's pole direction because they have two or more bright edges (see figures S12 through S34 in the Supplementary material), and a model with a misaligned pole would have those edges separated by the wrong number of delay cells.

We also found that slight changes to the model's sidereal rotation period (of order 0.1% ≈ 0.009 h ≈ 30 s), combined with a compensating change in ET70's pole position, of order 5°, produced simulated data sets that were practically indistinguishable from each other, and from the actual data (see Fig. 3). In other words, with the available radar and lightcurve data, ET70's sidereal rotation period and pole direction are degenerate.

In the final stages of shape modeling, we ran over 300 models, for which each model's pole position was held constant but the rotation period was allowed to vary. We found that the pole could fall within a region encompassing ecliptic longitudes 21° to 61° and latitudes −71° to −53°, as shown in Fig. 4. Different pole positions require slightly different sidereal rotation periods, ranging from 8.926 to 8.957 h. The nominal shape model of this work provides slightly better fits to the radar data than that of Naidu et al. (2013), but the main improvement is how it fits the lightcurves. The nominal pole position of Naidu et al., (80°, −50°) with an uncertainty of 10°, can be ruled out because it is incompatible with the lightcurve data (see Fig. 2, and also figures S2 through S9 in the Supplementary material). Our infrared observations provide additional constraints on the pole position, because thermal modeling shows that some poles and periods allowed by the radar and lightcurve data are ruled out by the infrared data (see Section 5).

The final best-fit shape model has somewhat different dimensions from the Naidu et al. model, and there are also some small features that are slightly different (see Fig. 5). The radar and lightcurve data favor a shape that is considerably shorter along its z-axis (rotation axis) than the radar-only model of Naidu et al. (2013). This supports the suggestion of Rozitis and Green (2014) that shape models derived only from radar data may overestimate models' z-lengths, based on their analysis of 1620 Geographos (using infrared data to constrain the shape model). However, we note that the region near the southern pole was not seen clearly in the delay-Doppler images, and that ET70's z-length is not well constrained. The relative uncertainty in ET70's z-length is 25%. The best-fit lengths along each axis vary with pole position (see figures S37 through S39 in the Supplementary material).

Figures S37 through S39 in the Supplementary material show that models with a greater extent along the principal x-axis tend to be longer along the y-axis and shorter along the z-axis. The uncertainties for those three lengths are correlated, which affects the uncertainties in derived parameters (e.g. Bevington and Robinson, 2003, Eq. (3.13)). For the set of 72 good shape models which had pole positions that were compatible with thermal modeling results (that is, poles inside the thick dashed ellipse in Fig. 4), covariances were calculated according to their definition, i.e. $\sigma_{xy} = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})$ (Hartlap et al., 2007, Eq. (3) and related discussion), and converted to correlation coefficients by $\rho_{xy} = \frac{\sigma_{xy}}{\sigma_x \sigma_y}$. The correlation coefficient between x and y is +0.9, the correlation between x and z is −0.9, and the correlation between y and z is −0.9. These correlations affect the derived uncertainties in ET70's surface area, volume, moment of inertia ratios, and mean diameter; see Table 3.

Our improved shape model's parameters and their uncertainties are given in Table 3. The reported uncertainties in the model's parameters are conservative estimates based on combining changes in chi-squared with visual inspection of the models. As in Magri et al. (2007); 2011) and Nolan et al. (2013), we ultimately had to make subjective decisions about what could be considered a good model. The preferred pole position is indicated in Fig. 4. Princi-
Fig. 3. An example of delay-Doppler frames for two models with different rotation periods and pole positions but nearly indistinguishable simulated images. The first row shows a model with a sidereal rotation period of 8.944 h and a pole direction of (52°, −60°), which is 10° from the first model’s pole position. The left column shows the data (same for both models, but with slightly different brightness scaling in the two frames). The center column shows the simulated (noise-free) delay-Doppler images derived from the shape models. In the delay-Doppler images, delay is plotted on the vertical axis (increasing from the top down), and Doppler frequency is plotted on the horizontal axis (increasing from left to right). The right column shows the simulated plane-of-sky views (as seen from Earth), with the sidereal spin vector (the model’s shortest principal axis) shown as a magenta arrow and the long and intermediate principal axes shown as red and green shafts, respectively. In all plane-of-sky views, north is upward and east is leftward. The radar images are stretched so that their spatial scale is the same as that of the plane-of-sky image (square frames with a side length of 3.5 km), but the radar images’ vertical axis, range, is perpendicular to the plane of the sky. Based on this work, the ET70 model’s maximum extent is 2.9 km, and its minimum extent is 1.5 km. Note that the same region of the asteroid is closest to the observer for both models, so the model images are nearly identical. The main difference between these two models is a rotation in the plane of the sky, which does not affect delay-Doppler images. However, the models also differ by a slight rotation (about five degrees) out of the plane. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. Spectral classification

4.1. Infrared observations from IRTF

Infrared observations of an asteroid’s thermal emission make it possible to determine the asteroid’s albedo, surface roughness, and thermal inertia (e.g., Lebofsky et al., 1978; Harris and Lagerros, 2002). As part of our ongoing program to characterize near-Earth asteroids with both radar and infrared observations, we observed ET70 on three nights in February 2012 from NASA’s InfraRed Telescope Facility (IRTF) on Mauna Kea, Hawai’i (see Table 4). All of our infrared observations used the SpeX instrument (Rayner et al., 2003) in two modes, PRISM and LXD, giving coverage from 0.8 to 4.1 μm.

Our observations were taken using the standard method of A-B pairs, where the telescope moved fifteen arcseconds along the slit between exposures, so that the target alternated between two positions within the slit. This allowed for a clean sky subtraction while still integrating on the asteroid. In addition to observing the asteroid, we observed solar-type comparison stars within five degrees of the target to match airmass as accurately as possible, as well as known solar analog stars (normally not as close to the target). We used the solar analog star’s spectrum to modify the colors of the solar-type comparison star, in order to make the comparison star’s spectrum closer to the solar spectrum. We processed our SpeX data using the Spextool software (Cushing et al., 2004), along with Bus’s method of correcting for telluric water vapor in PRISM spectra (described in Rivkin et al., 2004) with some minor modifications. Similarly, we correct for telluric features in the LXD spectra as described by Volquardsen et al. (2007). Our procedures for infrared observation and data reduction are discussed in further detail in Howell et al. (2017). Example spectra are shown in Section 5 (and also in the Supplementary material). Note that our infrared observations are obtained as relative reflectance as this is more robust to observing conditions than absolute photometry.
The Tholen X-types are separated by albedo into the E, M, and P classes, and the low albedo that we find for ET70 (in Section 6) is only consistent with the P class.

ET70 was observed by two of the authors (Hicks and Lawrence) at the Palomar 5.1-m telescope on February 2, 2012, using the Double Spectrograph (DBSP). The blue and red portions of the spectrum were measured simultaneously, giving coverage from 0.4 to 1.0 μm, and the two portions were scaled to match in the region of overlap.

Using more extended spectral coverage (0.4–2.5 μm), with the thermal contribution removed, we have classified ET70 as Xk, in the Bus-DeMeo system (DeMeo et al., 2009) (see Fig. 6). Depending on whether we scale the spectra to the Palomar spectrum, or the photometry of Whiteley (2004), the relative reflectance in the near-infrared region can vary by about 8%. Measurements of the 0.8–2.5 micron region on the three different IRTF nights in February 2012 are consistent with each other to ±0.015.

The photometry by Whiteley (2004) and the visible spectrum from Palomar diverge at short wavelengths, but they were obtained twelve years apart, and the relative orientation of the object is not known. The range of values for other Xk asteroids falls between the two. If the spectra are normalized (matched) at 1.0–1.5 μm, the visible spectra are more consistent with each other, outside of the value at 0.55 μm. We do not have any reason at this time to consider one or the other to be more reliable. Inhomogeneity in surface composition could result in both variable thermal properties and in variable spectral colors, and additional future observations could explore this possibility.

### 5. Thermal modeling

In order to make the connection between the asteroid’s thermal properties and the observed infrared spectra, we use a thermal model based on the derived shape model. The thermal model specifies how to calculate the temperatures across the asteroid’s surface, based on the actual solar illumination and the asteroid’s properties (Morrison, 1973; Spencer et al., 1989; Lageros, 1996; Harris and Lageros, 2002). The modeled thermal spectra of the regions visible to the observer are then summed to find the disk-integrated spectra that would be observed, which can be compared...
to the measured spectra. We use our detailed shape model to provide a more accurate representation of the thermal emission.

For our thermophysical modeling code, SHERMAN, we specify the asteroid’s physical properties, including its size, shape, and rotation state, and fit for its optical scattering law, thermal inertia, and surface roughness; see Magri et al. (2017) and Howell et al. (2017) for more details. The model’s infrared emissivity is assumed to be 0.9, a typical value for silicate minerals (Brown et al., 1982; Spencer et al., 1989; Mueller, 2007).

The asteroid’s shape is represented as a polyhedron with triangular facets (the output from SHAPE). We calculate the asteroid’s temperature distribution based on how the various parts of the asteroid’s surface are illuminated by the Sun, solving the heat equation at closely spaced time steps to represent vertical heat transport (conduction and radiation) into and out of the subsurface layers beneath each facet (horizontal heat transport is ignored). We begin calculating the asteroid’s thermal state several rotations before the observation times, in order to ensure that the model’s thermal state has stabilized by the observation times. Using the asteroid’s actual shape instead of a sphere lets the modeling account for large-scale roughness, such as the ridges and valleys near the ET70 model’s north pole. However, these valleys (the model’s largest concavities) were mostly out of the sunlight during the times of our infrared observations, so they did not make a large contribution to the observed disk-integrated spectra.

Surface roughness on scales smaller than the facet size (i.e., ten-meter scales and smaller) is modeled by having some fraction of the asteroid’s surface covered by a set of spherical-section craters. This parameterization of roughness follows the method of Lagerros (1998), who found that such craters give similar results to more complicated representations of surface roughness (for disk-integrated spectra), while requiring far less computational effort. SHERMAN allows sunlight to scatter multiple times within the crater, as per the assumed Hapke law. It then uses the absorbed fluxes to calculate the surface temperatures in the crater, following Lagerros (1998), with mutual heating (infrared emission and absorption) taken into account but assuming zero thermal inertia. The temperatures within the crater are then corrected for finite thermal inertia.
Modifying the notation of Lagerros (1998), we denote the crater coverage fraction as \( f_c \) and the RMS slope as \( \rho \). (Note that \( \rho \) is a dimensionless slope; \( \rho = \tan \theta_{rms} \).) We use \( \gamma \) to denote the craters' opening angle. An opening angle of \( \gamma = 180^\circ \) would indicate craters that are hemispheres, and \( \gamma < 180^\circ \) indicates shallower craters. \( \rho, f_c \), and \( \gamma \) are related by \( \rho^2 = f_c \frac{\ln(1 - 0.5) - 25(5 - 1)}{45 \gamma} \), where \( S = \frac{1 - \cos \gamma^2}{2} = \sin^2 \gamma/4 \) is the ratio of the crater's depth to the diameter of its defining sphere.

For the thermal models of ET70, we used a crater opening angle of \( \gamma = 150^\circ \), similar to angles used for the 'default roughness' and 'high roughness' cases of Mueller (2007). We varied the crater fraction \( f_c \) but kept the opening angle fixed, because Lagerros (1998) and Emery et al. (1998) found that combinations of \( \gamma \) and \( f_c \) that equate to the same average roughness produce nearly indistinguishable model spectra. Because we used ET70's actual shape and explicitly allowed the model's sub-facet surface roughness to vary, we did not need to separately incorporate a beaming parameter (\( \eta \)), which has been used by many previous studies to incorporate rate effects of anisotropic scattering, non-spherical shape, thermal inertia, surface roughness, and other inhomogeneous surface properties (e.g. Lebofsky et al., 1986).

Optical scattering was represented with a Hapke law (Hapke, 1984). In order to reduce the dimensionality of the parameter space, we used two free parameters, visual albedo (\( p_v \)) and phase slope parameter (\( G \)). We converted \( p_v \) and \( G \) to Hapke parameters using the formulas from Verbiscer and Veverka (1995). A lower value of \( G \) corresponds to a stronger opposition surge, but since all observations of ET70 were taken at phase angles greater than 40\(^\circ\), the data do not constrain ET70's opposition surge. Testing showed that changing the value of \( G \) and the corresponding Hapke parameters did not significantly change the thermal modeling results, so we allowed the single-scattering albedo (\( w \)) to vary but kept the other Hapke parameters fixed at the values derived from \( G = 0.17 \), which is the average value for Xk-type asteroids (Warner et al., 2009).

5.1. Reflectance spectrum

Careful analysis of our infrared data allowed us to generate the asteroid's reflectance spectrum. At PRISM wavelengths (0.8–2.5 \( \mu \)m), most of the observed flux is from reflected sunlight, rather than thermal emission. However, the thermal contribution becomes significant (larger than the data's error bars) above wavelengths of about 2.2 \( \mu \)m. Therefore we had to remove the thermal component from the observed PRISM spectra in order to produce the reflectance spectrum that was used for SHERMAN. Our first estimate of the thermal contribution at the various PRISM wavelengths was based on the results from some early thermal models. However, this resulted in thermal models in which the model spectra consistently had higher values than what we observed at wavelengths near 2.4 \( \mu \)m, so further corrections were needed.

We assumed that the reflectance spectrum is flat above a certain wavelength. This cutoff wavelength was determined iteratively, by testing thermal models with different versions of the reflectance spectrum to see which cutoff wavelength would yield model PRISM spectra (with reflected and thermal contributions) that best matched the data. Other representations of the reflectance spectrum are possible – for instance, assuming a constant slope out to some point – but these would require additional parameters. Since less than 5% of the power in the solar spectrum comes from wavelengths above 2.2 \( \mu \)m, the details of the parameterization are not critical, so we opted for simplicity. We found that a cutoff wavelength of 2.25 \( \mu \)m is optimal. For comparison, the initial version of the reflectance spectrum had its cutoff at 2.48 \( \mu \)m. Different versions of the reflectance spectrum are shown in Supplementary online Figure S40. Note that, once a good reflectance spectrum is used, the PRISM spectra are not very sensitive to changes in the thermal parameters, so most of the leverage for the thermal models comes from the LXD spectra.

5.2. Parameter search

For thermal modeling, our three primary free parameters were the models' values of Hapke single-scattering albedo (\( w \)), crater coverage fraction (\( f_c \)), and thermal inertia (\( \Gamma \)). One can consider chi-squared to be a function of the thermal parameters; thermal modeling is effectively a minimization of this function \( \chi^2(w, f_c, \Gamma) \). Given that ET70's pole position was uncertain, we also had to vary the pole position. This effectively added two more dimensions to search: the longitude and latitude within that arc of allowed pole directions (see Fig. 4). We ran thermal models for seven different pole positions. For each pole, we used the lengths and the sidereal rotation period that provided the best fit (from shape modeling) to that pole position. For one pole, we also tested thermal models for a shape with a greater length along its z-axis to see whether that would give better fits; it did not make a significant difference.

For each tested pole position, we typically ran several dozen thermal models, to find the optimal values of \( w, f_c \), and \( \Gamma \), along with their allowed ranges. Ultimately, thermal modeling provided useful constraints on ET70's pole direction, because some pole directions that are allowed by the radar and lightcurve data had no thermal models that gave an acceptable fit to our IRTF spectra (see Fig. 7). The radar and lightcurve data allow for pole positions along an arc that is about 23\(^\circ\) long; thermal modeling showed that only about 12\(^\circ\) of that arc are compatible with the infrared spectra (see Fig. 4).

The region of pole directions that is compatible with the thermal models is centered on a pole position of (52\(^\circ\),–60\(^\circ\)). The corresponding sidereal rotation period for that nominal pole is 8.944 h. Assuming a surface with homogeneous properties, some
of the best thermal models had a crater fraction of 0.0 – that is, no sub-facet surface roughness. This seems physically unlikely, although Naidu et al. (2013) noted that ET70’s radar circular polarization ratio is lower than that of most NEAs, indicating a relatively smooth surface at scales of about 10 cm. However, this could be just a coincidence, because the roughness that affects thermal emission could be at spatial scales anywhere between the diurnal thermal skin depth (millimeters) and the size of the facets (tens of meters) (Lagerros, 1998; Mueller, 2007).

No single homogeneous thermal model could provide an acceptable fit to the infrared spectra from all three nights simultaneously; models that fit well for one night were poor for the other nights. For February 18, the situation broke down even further in that fits to data from earlier in the night (LXD sets A, B, and C) required models that were different from the models that fit data from later in the night (LXD set D).

Focusing on four individual subsets of the infrared data (Feb-11, Feb-18 LXD ABC, Feb-18 LXD D, and Feb-21), we found that within a given subset there is a range of thermal parameters that fit the spectrum from that subset reasonably well, indicating that we do not have a single “best fit” in the classical sense but rather a family of solutions in each case. This is illustrated in Fig. 8 for a single value of the single-scattering albedo \( w \) onc. \( w \) is set, there are curves of crater fraction and thermal inertia that result in nearly indistinguishable model spectra for each subset. To either side of a curve, the chi-squared value falls off rapidly, indicating that the models along a given curve are well constrained, even if the particular choice of curve is not. However, the more important point is that the families of solutions do not all overlap at any point, indicating that the thermal parameters are changing across the surface of the asteroid.

This is made clearer in Fig. 9 through Fig. 13. Fig. 9 shows the plane-of-sky views of the asteroid shape model during each of the seven individual LXD infrared data sets. Although the subso-
As time progresses from Figs. 10–13, the allowed family of curves shifts smoothly (downward and to the left) and grows smaller. This clearly demonstrates that the allowed models for the four subsets are not the same and that something is changing across the surface.

The right panels in Fig. 10 through Fig. 13 compare the measured thermal spectra for each subset to spectra from three models chosen to span the arcs of solutions. Moving from Figs. 10–13, the thermal model parameters that provide good fits to the spectra from one date do not fit well for other dates. This evidence of a smooth variation in the surface parameters between the northern latitudes and more equatorial ones. Whether it is a change in albedo, thermal inertia, surface roughness, or some combination, we cannot specifically say, but we can quantify the levels of the variations that are needed through comparisons such as these.

For instance, a model with \( w = 0.10 \), \( f_c = 0.2 \), and \( \Gamma = 70 \text{ J m}^{-2} \text{ K}^{-1} \text{ s}^{-1/2} \) provided a good fit to the February 21 data, but its model LXD spectra (2.2–4.1 \( \mu \text{m} \)) were too hot (too bright at long wavelengths) for the other two nights. We examined the level of inhomogeneity that would be needed to match our observations by searching for the thermal parameters that would provide the best fits to each individual night’s data. Based on allowing one parameter to vary while keeping the others fixed, we found that the first two nights’ LXD spectra could be fit by decreasing the crater fraction from 0.2 to 0.1, or by increasing the thermal inertia from 70 to 100 J m\(^{-2}\) K\(^{-1}\) s\(^{-1/2}\), as illustrated in Fig. 8. The first two nights’ LXD spectra could also be fit by increasing \( w \) from 0.100 to 0.112.

The thermal model shown in Fig. 9 (\( w = 0.108 \), \( f_c = 0.2 \), and \( \Gamma = 70 \text{ J m}^{-2} \text{ K}^{-1} \text{ s}^{-1/2} \)) is slightly too hot at some observation times and too cold (too faint at long wavelengths) at other times. Specifically, the first three model LXD spectra for February 18 are slightly too hot, and the model LXD spectra for February 21 are too cold. In order to get good fits to the spectra from each night, the model’s single-scattering albedo must be allowed to vary from 0.100 to 0.112. Figures S41 through S51 in the Supplementary material show spectra of three models with \( f_c = 0.2 \) and \( \Gamma = 70 \text{ J m}^{-2} \text{ K}^{-1} \text{ s}^{-1/2} \) that span that range of \( w \).

5.3. Comparisons with NEATM

To determine whether simpler thermal models could provide an acceptable fit to our IRTF spectra, we compared our shape-based thermophysical models to thermal models using a sphere with negligible thermal inertia. We used a model that is similar to the widely used near-Earth asteroid thermal model (NEATM) described by Harris (1998), in which the albedo and beaming parameter are varied to match the observations. Howell et al. (2017) describe our NEATM-like modeling program in more detail.

A limitation of this simpler model is that the input reflectance curve cannot be as easily specified as it can for SHERMAN. An object with a strongly red-sloped reflectance spectrum like ET70 is thus more difficult to fit with a model that assumes a flatter input curve. To compare with the NEATM-like model spectra, we chose to normalize the spectra at 1.6 \( \mu \text{m} \) where the thermal contribution is negligible. The best-fit model was chosen based on the chi-squared value of the observed-model relative reflectance values in the 0.8–4.05 \( \mu \text{m} \) spectral region, but weighted more heavily towards the 3–4 \( \mu \text{m} \) region where the thermal contribution is greatest.
We ran over two thousand models covering a wide range of geometric albedo and beaming parameter values. Similar to our results using the more complicated thermophysical models with the ET70 shape, we found that no single set of NEATM parameters could provide an adequate fit to the IRTF spectra from all three nights. Furthermore, the LXD spectra from February 18 differ by enough that no single set of model parameters can fit all LXD spectra from that night. We note that although similar results are found here, the advantage of using our more detailed model over these NEATM-like models is that by explicitly taking the shape and illumination into account, the resulting thermal parameters are more physically based and the relationships among the parameters can be meaningfully explored (see Fig. 10 through Fig. 13).
For NEATM-like thermal models, the best-fit beaming parameter ($\eta$) tends to increase as phase angle ($\alpha$) increases. For instance, Trilling et al. (2016) found a relation $\eta = 0.87 \pm (0.01 \, \text{deg}^{-1}) \alpha$. Using assumed beaming parameters from that relation for each night’s thermal models, we found that no single albedo value could fit all of the IRTF observations. The albedo would have to vary from 0.060 to 0.070, as shown in Table 5.

Table 5

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>$\alpha$</th>
<th>$\eta(\alpha)$</th>
<th>Best-fit albedo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feb-11 LXD</td>
<td>71°</td>
<td>1.58</td>
<td>0.070</td>
</tr>
<tr>
<td>Feb-18 LXD B</td>
<td>47°</td>
<td>1.34</td>
<td>0.070</td>
</tr>
<tr>
<td>Feb-18 LXD D</td>
<td>47°</td>
<td>1.34</td>
<td>0.060</td>
</tr>
<tr>
<td>Feb-21 LXD A</td>
<td>41°</td>
<td>1.28</td>
<td>0.065</td>
</tr>
</tbody>
</table>

6. Conclusions

We present an improved shape model and spin state for (162421) 2000 ET70 compared to that of Naidu et al. (2013). Using both radar and lightcurve data, we found that the period-pole degeneracy allows for a sidereal rotation period of $8.944^{+0.012}_{-0.011}$ h and a twenty-three degree long arc of pole positions (Fig. 4), a range that already excludes the pole of Naidu et al., which was based solely on radar data. Using our infrared observations, we limited the arc further to an angular length of about twelve degrees, and we determined a best-fit pole at $(52^\circ, -60^\circ)$ $\pm 6^\circ$ with a rotation period of $8.944^{+0.009}_{-0.008}$ h. There will be opportunities to obtain photometry of ET70 in March of 2023 (expected $m_v \approx 18$) and in February of 2024 ($m_v \approx 17$), and additional observations could provide tighter constraints in the future. However, the next time that ET70 comes within 0.1 au of Earth will be in 2047, so no additional high-SNRR radar observations of ET70 will be possible until then.

After extensive thermal modeling using our improved shape model and spin state, we found that our three nights of infrared observations could not be fit with a single homogeneous model. Instead, different thermal models were required for four different subsets of the data, and for any given subset there is a family of models, all of which points to variations in the thermal parameters across the surface of ET70. Similarly, Crowell et al. (2016) observed 1627 Ivar from the IRTF on multiple nights and found that no single set of thermal parameters could fit all of the observations; Ivar’s surface properties also seem to be heterogeneous.

The ET70 data are not sufficient to allow a detailed determination of the thermal parameter values, but they do constrain the levels of inhomogeneity and suggest that it changes smoothly from northern latitudes down to equatorial latitudes. The later LXD spectra require thermal models whose parameters make the visible regions hotter, either with lower albedo, lower thermal inertia, greater roughness, or some combination.

The thermal models favor a surface that is smooth at subfacet scales (i.e., lower values of crater fraction). Naidu et al. (2013) noted that ET70’s relatively low radar circular polarization ratio, $\mu_c = 0.21 \pm 0.02$, implies a surface that is smoother than most NEAs at 10 cm scales. ET70’s circular polarization ratio is less than the Benner et al. (2008) mean of 0.34 for all NEAs and consistent with the mean of 0.19 for P- and D-type asteroids. Based on the results from the thermal models, ET70’s crater coverage fraction is probably less than 0.4 (assuming an opening angle $\gamma = 150^\circ$). This means that ET70’s RMS slope $\rho$ is likely less than about 0.6 (which gives $h_{\text{rms}} = \arctan \rho \leq 30^\circ$). Both the radar observations and the infrared spectra suggest that ET70 has a fairly smooth surface, but those two types of observations are not necessarily probing the surface roughness at the same spatial scales.

Only small variations in the thermal properties are needed to match the spectra in each infrared spectral subset: a change of about 0.01 in albedo, a difference of about 0.1 in crater coverage fraction, or a change in the thermal inertia on the level of
50 J m⁻² K⁻¹ s⁻¹/². Such variations are physically reasonable; for example, the albedo variations needed for ET70 are similar to the relative contrasts of ~6% seen by NEAR on C-type asteroid 253 Mathilde (Clark et al., 1999). Models at the lower end of our possible albedos (Fig. 10 through Fig. 13) allow for a thermal inertia that is compatible with the Delbò et al. (2007) average for kilometer-sized near-Earth asteroids, 200 ± 40 J m⁻² K⁻¹ s⁻¹/². However, there are also possible models with considerably lower thermal inertias—perhaps closer to the Capria et al. (2014) average thermal inertia of Vesta, 30 ± 10 J m⁻² K⁻¹ s⁻¹/².

Based on ET70’s size and its absolute magnitude, Naidu et al. (2013) noted that ET70 must have either a very low albedo or a strange phase function. However, the previously reported values for ET70’s absolute visual magnitude were extrapolated from high phase angles or had large uncertainties. For ET70, the Minor Planet Center assumes a phase slope of G = 0.15 and gives an absolute visual magnitude of H_V = 18.0 (Spahr et al., 2014). However, that absolute magnitude is based on observations that were all taken at phase angles of over 40°, with large uncertainties in the observed magnitudes. Using H_V = 18.0 with our value D = 2.10 km (from shape modeling), the standard relation D_p/π² = K × 10⁻⁶ H_V², where K = 1329 km (Pravec and Harris, 2007), yields a geometric albedo of p_V = 0.025, which is not consistent with the thermal models. With G = 0.17, p_V = 0.025 corresponds to w = 0.03 (Verbiscer and Veverka, 1995).

We do not have absolute photometry that can provide an independent estimate of ET70’s absolute magnitude, but we can calculate its absolute magnitude from our values of the radar-derived size and the thermal model’s albedo. A conservative estimate of the allowed range for the thermal models’ single-scattering albedo is 0.06 to 0.15. With G = 0.17, that range of single-scattering albedo converts to geometric albedo p_V ≈ 0.09 ± 0.04 (Verbiscer and Veverka, 1995). Taking D = 2.10 ± 0.07 km and p_V = 0.09 ± 0.04, ET70’s absolute magnitude is H_V = 16.6 ± 0.5, with the uncertainty in ET70’s albedo having the greatest contribution to the uncertainty in H_V.

H_V ≈ 16.6, combined with the Minor Planet Center’s tabulated magnitudes, would imply a fairly strong opposition effect, with a phase slope G ≤ 0. However, given that the MPC magnitudes have large uncertainties, and that our thermal models are not very sensitive to the value of G, the available data are not sufficient to determine G.

Our results imply that even small NEAs are complex geologic objects with inhomogeneous surface properties. The thermal parameters derived from observations on a single night may depend more on the local surface properties than generally assumed, and thus may not be representative of the asteroid surface as a whole. Although we cannot uniquely determine the thermal parameters for ET70 from our dataset as the number of observations is too sparse, by using a realistic representation of the shape and the actual spin state, we have been able to investigate the surface of ET70 in terms of physically meaningful thermal parameters. This approach opens the door to treating NEAs as truly physical objects, complete with variations in surface thermal parameters that we can constrain and explore from ground-based observations at multiple viewing geometries.
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